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Appendix  2. Architecture of DKI1-LSTM Model 

 

def create_lstm_model(input_shape): 

    model = Sequential([ 

        LSTM(50, return_sequences=True, input_shape=(22,6)), 

        Dropout(0.2), 

        LSTM(50, return_sequences=False), 

        Dropout(0.2), 

        Dense(6)   

    ]) 

    model.compile(optimizer='adam', loss='mse') 

    return model 

 

Explanation: 

In each LSTM models (DKI1, DKI2, DKI3, DKI4, DKI5), the difference 

architecture only on the timesteps component of the input_shape.   



 

 

Appendix  3. Architecture of DKI1-GRU Model 

 

def create_lstm_model(input_shape): 

    model = Sequential([ 

        GRU(50, return_sequences=True, input_shape=(17,6)), 

        Dropout(0.2), 

        GRU(50, return_sequences=False), 

        Dropout(0.2), 

        Dense(6) 

    ]) 

    model.compile(optimizer='adam', loss='mse') 

    return model 

 

Explanation: 

In each GRU models (DKI1, DKI2, DKI3, DKI4, DKI5), the difference 

architecture only on the timesteps component of the input_shape. 


